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Silicon 
chips and 
plutonium 

fuel rods do not share 
much in common techni

cally, and the threat of 
nuclear meltdown dif
fers from the threats 
posed by biased algo
rithms. But we can

not let the hope that 
AI may never have a 

disaster on the same 
scale as Chernobyl lure 
us into complacency. 

The many small, indivi dual 
disasters that are already 

occurring every day around us 
will continue to add up. As irre
sponsible AI practices lead to 

social, political, cultural, and eco
nomic harms, public acceptance will  

falter and resistance will grow.

However, resistance is not a force to fear: 
it is a powerful signal. It may threaten 
the current hypefuelled AI summer, but 
it need not stifle responsible innova

tion. Harnessed well, public resistance 
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can help 
shine light 
on what must be 
improved, weed out AI 
“snake oil”, define what 
is socially acceptable, and 
help a more responsible AI 
industry flourish. But if it is 
ignored, the current public 
mood around algorithms 
and big data could fore
cast more than just the 
winds of change. It could 
be the first cold breeze of 
another AI winter.

Aidan Peppin is a Senior 
Researcher at the Ada 
Lovelace Institute. He 
researches the relationship 
between society and tech-
nology, and brings public 
voices to ethical issues of 
data and AI.
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DESIGN NOTES: AI-constrained Design 

The design of this book explores the use of artificial intelligence 
to conceptualise its main visual elements. From an optimistic 
standpoint of AI abundance, the book design is a semi-fiction, a 
staged and micromanaged use of a GAN (Generative Adversarial 
Network), an unsupervised machine learning framework, where 
two neural networks contest with each other in order to generate 
visual output. Stretching the narrative, this book could be framed 
as a/the (first) book designed by an AI. In this scenario, the collab-
orating AI (more like the AI-as-head-of-design-that-doesn’t-know-
how-to-design), has informed, but also constrained the possibilities 
to work visually with the pages. 

The design strategy adopts the Wizard of Oz Technique, a method 
originated from interaction design where what is seemingly auton-
omous, is in reality disguising the work of humans ‘as a proxy 
for the system behind the scenes’1. The use of the GAN, which a 
reader could expect as a simplification, a symbol of technological 
ergonomics, has instead complicated the process. As a result, the 
contents contort around the spaces that the AI imagination left 
them to exist, revealing an apparently spontaneous visual language. 

The book features results from two separate datasets, addressing 
the overall layout composition, and a (overly sensitive) recognition 
algorithm which targets all instances of ‘AI, ai, Ai’, regardless of 
their position or meaning.

MetaGAN v.3 Layouts

The dataset used to produce the compositions above is a collec-
tion of book scans. The purpose of an image GAN is to create 
new instances by detecting, deconstructing and subsequently 
reconstructing existing patterns to create speculations about con-
tinuations. Reusing existing layout materials, conceived by human 
creativity, opens up the discussion of AI creativity. The outcomes, 
which could be perceived as surprising, original and novel, are 
however subject to human selection and valuation. In training the 
MetaGAN, the dissimilarity of the data points, in combination 
with the small size of the dataset (200 images), led to the idio-
syncrasy of overfitting. An overfitted model generates outcomes  
‘that correspond too closely or exactly to a particular set of data, 
and may therefore fail to fit additional data or predict future obser-
vations reliably’2.
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AI type results

These AI letterings are results of a GAN using a dataset containing 
logos from various AI related brands (or belonging to Anguilla, 
whose country code top-level domain is ‘.ai’). The use of these 
characters is indeed automated in the design of the book, but it is 
done using GREP styles. 
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